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Abstract. We present a general formalism for deriving bounds on the shape parameters of the weak and
electromagnetic form factors using as input correlators calculated from perturbative QCD, and exploiting
analyticity and unitarity. The values resulting from the symmetries of QCD at low energies or from lattice
calculations at special points inside the analyticity domain can be included in an exact way. We write down
the general solution of the corresponding Meiman problem for an arbitrary number of interior constraints
and the integral equations that allow one to include the phase of the form factor along a part of the
unitarity cut. A formalism that includes the phase and some information on the modulus along a part of
the cut is also given. For illustration we present constraints on the slope and curvature of the Kl3 scalar
form factor and discuss our findings in some detail. The techniques are useful for checking the consistency
of various inputs and for controlling the parameterizations of the form factors entering precision predictions
in flavor physics.

1 Introduction

Form factors are of central importance in strong inter-
action dynamics, providing information on the nature of
the strong force and confinement. Phenomenologically, the
weak form factors are of crucial importance for the deter-
mination of standard model parameters such as the ele-
ments of the Cabibbo-Kobayashi-Maskawa matrix.

Bounds on the form factors when a suitable integral of
the modulus squared along the unitarity cut is known from
an independent source were considered in the 1970’s in the
context of the hadronic contribution to muon anomaly
and the kaon semileptonic decays [1,2,3,4,5,6,7,8,9,10,
11] (for a topical review of the results at that time, see
[12]). Through complex analysis, this condition leads to
constraints on the values at interior points or on the ex-
pansion parameters around t = 0, such as the slope and
curvature, and belong to a class of problems referred to
as the Meiman problem [13]. Mathematically, the problem
belongs to the standard analytic interpolation theory for
functions in the Hardy class H2 [13,14,15,16]. The inte-
gral condition was provided either from an observable (like
muon’s g−2 in the case of the electromagnetic form factor
of the pion), or from the dispersion relation satisfied by a
suitable correlator, whose positive spectral function has,
by unitarity, a lower bound involving the modulus squared
of the relevant form factor. Therefore, the constraints de-
rived in this framework are often referred to as “unitarity
bounds”.

An important step forward was achieved in [17], where
it was noted that the correlator of interest for theKl3 form

factors can be evaluated reliably in the deep Euclidean
region by perturbative QCD. The modern approach clar-
ified also the issue of the number of subtractions required
in the dispersion relation for the correlator, which was not
always treated correctly in the prior studies.

The first applications in the modern approach con-
cerned mainly the form factors relevant for the B → D and
B → D∗ semileptonic decay, or the so-called Isgur-Wise
function, where heavy quark symmetry provided strong
additional constraints at interior points [18,19,20,21,22,
23,24,25]. More recent applications revisited the electro-
magnetic form factor of the pion [26,27,28,29], the strangeness
changing Kπ form factors [30,31,32,33], and the Bπ vec-
tor form factor [34,35]. The results confirm that the ap-
proach represents a useful tool in the study of the form
factors, complementary and free of additional assumptions
inherent in standard dispersion relations.

The purpose of the present paper is to present in a sys-
tematic way the technique of unitarity bounds, including
its most recent developments and offering explicit formu-
las that can be applied in future studies. There are several
recent developments which increase the interest in these
techniques and justify the present review. First, the corre-
lators used as input are calculated now with greater preci-
sion in perturbative QCD, in many cases up to the order
α4
s. Also, calculations with greater precision in Chiral Per-

turbation Theory (ChPT), Heavy Quark Effective Theory
(HQET), Soft Collinear Effective Theory (SCET), or on
the lattice, provide improved values of the form factors at
some specific points. The techniques presented here are
the optimal frame of including inputs coming from sepa-
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rate sources and testing their consistency. Moreover, im-
proved information about the phase of the form factor is
available by Watson’s theorem [36] from the associated
elastic scattering, and in some cases also the modulus is
measured independently along a part of the cut.

We first present in section 2 our notation and formal-
ism and in section 3 the general Meiman interpolation
problem, for an arbitrary number of derivatives at the
origin and an arbitrary number of values at points inside
the analyticity domain. The solution is obtained either
by Lagrange multipliers, or by the techniques of analytic
interpolation theory [37,38], and is written in two equiv-
alent ways, as a determinant of a suitable matrix and as
a compact convex quadratic form.

In section 4 we present the complete treatment of the
inclusion of the phase on a part of the unitarity cut, along
with an arbitrary number of constraints of the Meiman
type. No such treatment is found in the literature despite
the long history of the problem [5,6,9,26,30]. We derive
two equivalent sets of integral equations, using, as in sec-
tion 3, either Lagrange multipliers or the analytic inter-
polation theory.

In section 5 we treat the situation when, in addition to
the phase, some information on the modulus along a part
of the cut is available from an independent source. This
is a mathematically more complicated problem [8,12]. In
this paper we shall present an approach proposed in [26],
which uses the fact that the knowledge of the phase al-
lows one to describe exactly the elastic cut of the form
factor by means of the Omnès function. The problem is
thus reduced to a standard Meiman problem on a larger
analyticity domain. The method is very powerful and was
recently employed to provide stringent constraints on the
scalar Kπ form factor at low energies [33]. However, while
the method of treating the phase in section 4 automati-
cally takes into account all the constraints of the original
problem, this is not the case with the technique of this
section: it provides necessary constraints for the input,
which however may violate the original unitarity inequal-
ity. Therefore, the allowed domain for the input values is
given by the intersection of the domains derived by the
formulas of sections 4 and 5. We illustrate this fact in
section 6, where we present constraints on the slope and
curvature of the Kl3 scalar form factor. This section ex-
tends the results previously reported in [33]. Finally, in
the last section we summarize our conclusions and discuss
possible applications.

This paper provides a comprehensive treatment of im-
portant mathematical and theoretical tools that are essen-
tial for improving precision studies of form factors that are
of great importance to the standard model.

2 Notation and Formalism

Let F (t) denote a generic form factor, which is real an-
alytic in the complex t-plane cut along the positive real
axis from the lowest unitarity branch point t+ to ∞. The
essential condition exploited in the present context is an

inequality of the type:

∫ ∞

t+

dt ρ(t)|F (t)|2 ≤ I, (1)

where ρ(t) ≥ 0 is a positive semi-definite weight function
and I is a known quantity. As mentioned in the Intro-
duction, such inequalities can be obtained starting from a
dispersion relation satisfied by a suitable correlator, eval-
uated in the deep Euclidean region by perturbative QCD,
and whose spectral function is bounded from below by a
term involving the modulus squared of the relevant form
factor. An example will be presented in section 6.

In the analysis of the semileptonic decays one is in-
terested in the parameters of the Taylor expansion at the
origin, written as

F (t) = F (0)

[

1 + λ′ t

M2
+ λ′′ t2

2M4
+ · · ·

]

, (2)

where M is a suitable mass and λ′ and λ′′ denote the
dimensionless slope and curvature, respectively. Also, from
the symmetries of QCD at low energies and, more recently,
from lattice calculations, one may know F (t) at several
special points inside the analyticity domain. The standard
unitarity bounds exploit analyticity of the form factor and
the inequality (1) in order to correlate in an optimal way
these values and the expansion parameters in (2).

Additional information on the unitarity cut can be in-
cluded in the formalism. According to Watson’s theorem
[36], below the inelastic threshold tin the phase of F (t)
is equal (modulo π) to the phase δ(t) of the associated
elastic scattering process. Thus,

F (t+ iǫ) = |F (t)|eiδ(t), t+ < t < tin, (3)

where δ(t) is known. Moreover, in certain cases also some
information on the modulus |F (t)|, or a bound on it, is
available on the same range t+ < t < tin. In section 3
we consider the standard version of the unitarity bounds,
with no information about the phase and the modulus,
except the inequality (1). The inclusion of the phase and
modulus will be discussed in sections 4 and 5.

For the subsequent treatment, the problem is brought
to a canonical form by making the conformal transforma-
tion

z(t) =

√
t+ −√

t+ − t√
t+ +

√
t+ − t

, (4)

that maps the cut t-plane onto the unit disc |z| < 1 in the
z ≡ z(t) plane, such that t+ is mapped onto z = 1, the
point at infinity to z = −1 and the origin to z = 0. After
this mapping, the inequality (1) is written as

1

2π

∫ 2π

0

dθ|g(eiθ)|2 ≤ I, (5)

where the analytic function g(z) is defined as

g(z) = F (t(z))w(z). (6)
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Here t(z) is the inverse of (4) and w(z) is an outer function,
i.e. a function analytic and without zeros in |z| < 1, such
that its modulus on the boundary is related to ρ(θ) and the
Jacobian of the transformation (4). In general, an outer
function is obtained from its modulus on the boundary by
the integral

w(z) = exp

[

1

2π

∫ 2π

0

dθ
eiθ + z

eiθ − z
ln |w(eiθ)|

]

. (7)

In particular cases of physical interest, w(z) has a simple
analytic form (for an example see section 6).

The function g(z) is analytic within the unit disc and
can be expanded as:

g(z) = g0 + g1z + g2z
2 + · · · , (8)

and (1) implies
∞
∑

k=0

g2k ≤ I. (9)

Using (6), the real numbers gk are expressed in a straight-
forward way in terms of the coefficients of the Taylor ex-
pansion (2). The inequality (9) represents the simplest
“unitarity bound” for the shape parameters defined in (2).
In what follows we shall improve it by including additional
information on the form factor.

3 Meiman problem

We consider the general case when the first K derivatives
of g(z) at z = 0 and the values at N interior points are
assumed to be known:

[

1

k!

dkg(z)

dzk

]

z=0

= gk, 0 ≤ k ≤ K − 1;

g(zn) = ξn, 1 ≤ n ≤ N, (10)

where gk and ξn are given numbers. They are related, by
(6), to the derivatives F (j)(0), j ≤ k of F (t) at t = 0,
and the values F (t(zn)), respectively. For simplicity and
in view of phenomenological inputs that we will use, we
assume the points zn to be real, so ξn are also real.

Meiman problem [13] requires us to find the optimal
constraints satisfied by the numbers defined in (10) if
(5) holds. This mathematical problem is also known as
a general Schur-Carathéodory-Pick-Nevanlinna interpola-
tion [14,15,16].

One can prove [37,38] that the most general constraint
satisfied by the input values appearing in (10) is given by
the inequality:

µ2
0 ≤ I, (11)

where µ2
0 is the solution of the minimization problem:

µ2
0 = min

g∈G
||g||2L2 . (12)

Here ||g||2L2 denotes the L2 norm, i.e. the quantity appear-
ing in the l.h.s. of (5) or (9), and the minimum is taken
over the class G of analytic functions which satisfy the
conditions (10). In the next subsections we shall solve the
minimization problem (12) by two different methods.

3.1 Lagrange multipliers

One may set up a Lagrangian for the minimization prob-
lem (12) with the constraints (10):

L =
1

2

∞
∑

k=0

g2k +

N
∑

n=1

αnξ̄n (13)

where αn are Lagrange multipliers, and ξ̄n are known
numbers defined as

ξ̄n = ξn −
K−1
∑

k=0

gkz
k
n. (14)

Solving the Lagrange equations obtained by varying with
respect to gk for all k ≥ K, and eliminating the Lagrange
multipliers yields the solution of the minimization prob-
lem (12). For purposes of illustration, when N = 2, the
Lagrange equations yield

gk = α1z
k
1 + α2z

k
2 , k ≥ K, (15)

and the solution of the minimization (12) takes the form:

µ2
0 =

K−1
∑

k=0

g2k + α1

∞
∑

k=K

gkz
k
1 + α2

∞
∑

k=K

gkz
k
2 . (16)

Then inequality (11) can be expressed in terms of the two
Lagrange multipliers as:

α1ξ̄1 + α2ξ̄2 ≤ Ī , (17)

where

Ī = I −
K−1
∑

k=0

g2k (18)

and the constraint conditions themselves are

α1
z2K1
1− z21

+ α2
(z1z2)

K

1− z1z2
= ξ̄1,

α1
(z1z2)

K

1− z1z2
+ α2

z2K2
1− z22

= ξ̄2. (19)

The consistency of eqs. (17) and (19) can be written as:
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Ī ξ̄1 ξ̄2

ξ̄1
z2K1

1− z21

(z1z2)
K

1− z1z2

ξ̄2
(z1z2)

K

1− z1z2

z2K2
1− z22

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

≥ 0. (20)

This can be readily extended to the case of N constraints:
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Ī ξ̄1 ξ̄2 · · · ξ̄N

ξ̄1
z2K1
1− z21

(z1z2)
K

1− z1z2
· · · (z1zN )K

1− z1zN

ξ̄2
(z1z2)

K

1− z1z2

(z2)
2K

1− z22
· · · (z2zN )K

1− z2zN
...

...
...

...
...

ξ̄N
(z1zN )K

1− z1zN

(z2zN)K

1− z2zN
· · · z2KN

1− z2N

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

≥ 0. (21)
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Alternatively, the solution can be obtained by introducing
Lagrange multipliers also for the given coefficients gk, k =
0, ...,K − 1 in (13), as was done in ref. [10]. This leads to
the inequality, equivalent to (21):

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

I g0 g1 · · · gK−1 ξ1 ξ2 · · · ξN
g0 1 0 0 0 1 1 · · · 1
g1 0 1 0 0 z1 z2 · · · zN
...

...
...

...
...

...
...

...
gK−1 0 0 · · · 1 zK−1

1 zK−1
2 · · · zK−1

N

ξ1 1 z1 · · · zK−1
1

1
1−z2

1

1
1−z1z2

· · · 1
1−z1zN

ξ2 1 z2 · · · zK−1
2

1
1−z1z2

1
1−z2

2

· · · 1
1−z2zN

...
...

...
...

...
...

...
...

ξN 1 zN · · · zK−1
N

1
1−z1zN

1
1−z2zN

· · · 1
1−z2

N

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

≥ 0.

(22)
This condition is expressed in a straightforward way in
terms of the values of the form factor F (t) at ti = t(zi)
and the derivatives at t = 0, using eqs. (4) and (6). It can
be shown that (22) defines a convex domain in the space
of the input parameters.

3.2 Analytic interpolation theory

Instead of using Lagrange multipliers, one can implement
the constraints (10) by expanding the function g ∈ G in
the most general way as [37,38]

g(z) =
K−1
∑

k=0

gkz
k + zK

N
∑

n=1

AnBn(z) + zKBN+1(z)h(z).

(23)
Here the functions Bn(z) are products of Blaschke factors

1

defined recurrently as

B1(z) = 1, Bn(z) =
z − zn−1

1− zzn−1
Bn−1(z), 2 ≤ n ≤ N + 1,

(24)
and the numbers An are obtained by solving the system
of equations

m
∑

n=1

AnBn(zm) =
1

zKm

[

ξm −
K−1
∑

k=0

gkz
k
m

]

, 1 ≤ m ≤ N,

(25)
where we took into account the fact that Bn(zm) = 0
for n > m. We recall that an expansion equivalent, but
slightly different from (23), was proposed in [4].

The function h(z) is analytic in |z| < 1 and is free of
constraints. Expressed in terms of h, the minimum norm
problem (12) becomes:

µ2
0 = min

{h}
||h−H ||2L2 , (26)

1A Blaschke factor is a function B(z) analytic in |z| < 1,
which satisfies the conditions B(z0) = 0 for a value |z0| < 1
and |B(eiθ)| = 1 [14].

where H is a function defined on the boundary of the unit
disc ζ = exp(iθ) as

H(ζ) = − 1

ζKBN+1(ζ)

[

K−1
∑

k=0

gkζ
k + ζK

N
∑

n=1

AnBn(ζ)

]

,

(27)
and is meromorphic in |z| < 1.

The solution of (26) is straightforward. We expand:

h(ζ) =
∞
∑

l=0

hlζ
l, H(ζ) =

∞
∑

l=−∞

Hlζ
l, (28)

where Hl are known real numbers defined as

Hl =
1

2πi

∫

|ζ|=1

ζ−lH(ζ)
dζ

ζ
, −∞ < l < ∞. (29)

Using the expansions (28), we write (26) as:

µ2
0 = min

{hl}

[

∞
∑

l=0

(hl −Hl)
2 +

−1
∑

l=−∞

H2
l

]

, (30)

where the minimization is taken upon the numbers hl. The
minimum is reached for

hl = Hl, l ≥ 0, (31)

which leads to the minimum

µ2
0 =

−1
∑

l=−∞

H2
l . (32)

The coefficients Hl for l ≤ −1 are calculated by inserting
into (29) the expression of H from (27) and applying the
residues theorem. The poles are produced by the factors
BN+1 and ζK+l−k, for K + l− k ≥ 0. The contribution of
BN+1 to Hl is written as,

−
N
∑

n=1

[

z − zn
BN+1(z)

]

z=zn

z−l−1
n

[

K−1
∑

k=1

gkz
k−K
n +

n
∑

m=1

AmBm(zn)

]

,

(33)
where in the parenthesis we recognize from (25) the num-
bers ξn/z

K
n . The factor ζK+l−k contributes to Hl as

−
K−1
∑

k=0

θ(K+ l−k)
gk

(K + l − k)!

dK+l−k

dzK+l−k

[

1

BN+1(z)

]

z=0

.

(34)
Collecting the terms (33) and (34) we obtain, for l ≤ −1,

Hl = −
N
∑

n=1

Ynξn

zl+K+1
n

−
K−1
∑

k=0

θ(K + l − k) gkβkl, (35)

where we denoted

Yn =

[

z − zn
BN+1(z)

]

z=zn

,

βkl =
1

(K + l − k)!

dK+l−k

dzK+l−k

[

1

BN+1(z)

]

z=0

. (36)
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Using (35) it is easy to calculate the sum required in (32).
Due to the θ function, only the values l ≥ k − K in the
second term of Hl give non-vanishing contributions. The
result is written in a compact form as:

µ2
0 =

N
∑

m,n=1

Amnξnξm +

K−1
∑

j,k=0

Bjkgjgk + 2

N
∑

n=1

K−1
∑

k=0

Ckngkξn,

(37)
where we defined

Amn =
YnYm

zKn zKm

1

1− znzm
, Bjk =

−1
∑

l=L

βjlβkl,

Ckn =
Yn

zKn

−1
∑

l=k−K

βkl

zl+1
n

, (38)

and L = max(k − K, j − K). Inserting (37) into the in-
equality (11) gives the allowed domain of the input values
appearing in (10):

N
∑

m,n=1

Amnξnξm +

K−1
∑

j,k=0

Bjkgjgk + 2

N
∑

n=1

K−1
∑

k=0

Ckngkξn ≤ I.

(39)
It can be checked that the domains given by (21) and (39)
are equivalent.

4 Inclusion of the phase

In this section we shall impose the condition that the
phase of the form factor is known (modulo π) along the
elastic part of the cut from the phase of the associated
elastic amplitude by Watson’s theorem [36]. We start by
defining the Omnès function

O(t) = exp

(

t

π

∫ ∞

t+

dt
δ(t′)

t′(t′ − t)

)

, (40)

where δ(t) is known for t ≤ tin, and is an arbitrary func-
tion, sufficiently smooth (i.e. Lipschitz continuous) for
t > tin. From (3) and (40) it follows that

Im

[

F (t+ iǫ)

O(t+ iǫ)

]

= 0, t+ ≤ t ≤ tin. (41)

Expressed in terms of the function g(z) this condition be-
comes

Im

[

g(eiθ)

W (θ)

]

= 0, θ ∈ (−θin, θin). (42)

Here θin is defined by z(tin) = exp(iθin) and the function
W (θ) is defined as:

W (θ) = w(eiθ)O(eiθ), (43)

where w(z) is the outer function and

O(z) = O(t(z)). (44)

As shown in [5,26,30], the constraint (42) can be imposed
by means of a generalized Lagrange multiplier. The con-
straints at interior points can be treated either with La-
grange multipliers as in subsection 3.1, or by their explicit
implementation as in subsection 3.2. Below we shall briefly
present these two approaches.

4.1 Lagrange multipliers

The Lagrangian of the minimization problem (12) with
the constraints (10) and (42) reads

L =
1

2

∞
∑

k=0

g2k +

N
∑

n=1

αn(ξn −
∞
∑

k=0

gkz
k) (45)

+
1

π

∞
∑

k=0

gk lim
r→1

θin
∫

−θin

λ(θ′)|W (θ′)|Im[[W (θ′)]−1rkeikθ
′

]dθ′.

The Lagrange multiplier λ(θ) is an odd function, λ(−θ) =
−λ(θ) and, as in [26,30], the factor |W (θ)| was introduced
for convenience.

We minimize L by brute force method with respect to
the free parameters gk with k ≥ K. The Lagrange mul-
tipliers λ(θ) and αn are found in the standard way by
imposing the constraints (10) and (42). This leads to a
system of coupled equations, which can be solved numer-
ically.

The calculations are straightforward (see for instance
[26]). In order to write the equations in a simple form, it is
convenient to define the phase Φ(θ) of the function W (θ)
by

W (θ) = |W (θ)|eiΦ(θ). (46)

From (43) we have

Φ(θ) = φ(θ) + δ(t(eiθ)), (47)

where φ(θ) is the phase of the outer function w(eiθ) and
δ(t) is the elastic scattering phase shift. We introduce also
the functions βn for n = 1, ...N , by

βn(θ) = zKn
sin[Kθ − Φ(θ)] − sin[(K − 1)θ − Φ(θ)]

1 + z2n − 2zn cos θ
. (48)

Then the equations for the Lagrange multipliers λ(θ) and
αn take the form:

K−1
∑

k=0

gk sin[kθ − Φ(θ)] = λ(θ) −
N
∑

n=1

αnβn(θ) (49)

− 1

2π

θin
∫

−θin

dθ′λ(θ′))KΦ(θ, θ
′), θ ∈ (−θin, θin),

− 1

π

θin
∫

−θin

λ(θ)βn(θ)dθ +

N
∑

n′=1

αn′

(znzn′)K

1− znzn′

= ξ̄n, (50)
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where n = 1, . . .N .
The integral kernel in (49), defined as

KΦ(θ, θ
′) ≡ sin[(K − 1/2)(θ − θ′)− Φ(θ) + Φ(θ′)]

sin[(θ − θ′)/2]
, (51)

is of Fredholm type if the phase Φ(θ) is Lipschitz continu-
ous [30]. Then the above system can be solved numerically
in a straightforward manner. Finally, the inequality (11)
takes the form:

1

π

K−1
∑

k=0

gk

θin
∫

−θin

dθλ(θ) sin [kθ − Φ(θ)] +

N
∑

n=1

αnξ̄n ≤ Ī , (52)

with Ī defined in (18). Using the relation (6), the above
inequality defines an allowed domain for the values of the
form factor and its derivatives at the origin. Note that
removing the phase constraint gives back the results of
subsection 3.1. The results when phase alone is included
(N = 0) as in [26] (and references therein) and the case
N = 1 discussed in [30,28] are also readily reproduced. It
must be emphasized that the theory for arbitrary number
of constraints is being presented here for the first time.

It is easy to see that, if tin is increased, the allowed
domain defined by the inequality (52) becomes smaller.
The reason is that by increasing tin the class of functions
entering the minimization (12) becomes gradually smaller,
leading to a larger value for minimum µ2

0 entering the
definition (11) of the allowed domain.

4.2 Analytic interpolation theory

Alternatively, we shall implement the constraints in the
interior points by expressing the function g(z) as in eq.
(23) of subsection 3.2, in terms of a function h(z) free of
constraints. The Lagrangian can be expressed in terms of
the coefficients hl defined in (28) as:

L =

∞
∑

l=0

(hl −Hl)
2 +

−1
∑

l=−∞

H2
l − 2

∞
∑

l=0

hl cl + · · · (53)

where

cl =
1

π

θin
∫

−θin

dθ′λ(θ′) |W (θ′)| Im
[

eiθ
′(K+l)BN+1(e

iθ′

)

W (θ′)

]

.

(54)
The minimization of the Lagrangian given in (53) with
respect to hl has the simple solution

hl = Hl + cl, l ≥ 0 (55)

leading to the minimum

µ2
0 =

∞
∑

l=0

c2l +

−1
∑

l=−∞

H2
l . (56)

The second sum in the r.h.s. was already evaluated in
subsection 3.2. The first term involves the function λ(θ),
which we determine by imposing the condition (42), writ-
ten in terms of the function h(z) expanded as in (28).
Using hl given by (55) as the sum Hl + cl, we obtain by
a straightforward calculation the integral equation for a
function λ(θ) in the interval θ ∈ (−θin, θin):

λ(θ) − 1

2π

θin
∫

−θin

dθ′λ(θ′)KΨ (θ, θ
′) = V (θ), (57)

where the kernel KΨ is defined as in (51) in terms of the
known function

Ψ(θ) = arg[BN+1(exp(iθ))]− arg[W (θ)], (58)

and V is a known function defined as:

V (θ) =

N
∑

n=1

Ynξn
zKn

zn sin[Ψ(θ)] − sin[Ψ(θ)− θ]

1 + z2n − 2zn cos θ

+

K−1
∑

k=0

gk
(K − k − 1)!

[

dK−k−1U(z)

dzK−k−1

]

z=0

, (59)

with

U(z) =
z sin[Kθ + Ψ(θ)]− sin[(K − 1)θ + Ψ(θ)]

BN+1(z)(1 + z2 − 2z cos θ)
. (60)

Using the expression (54) of cl and the integral equation
(57), it is straightforward to evaluate the sum in the first
term of (56):

∞
∑

l=0

c2l =
1

π

θin
∫

−θin

dθλ(θ)V (θ). (61)

Collecting all the terms in (56), (11) can be written as:

1

π

θin
∫

−θin

dθλ(θ)V (θ) +

N
∑

m,n=1

Amnξnξm +

K−1
∑

j,k=0

Bjkgjgk

+ 2

N
∑

n=1

K−1
∑

k=0

Ckngkξn ≤ I. (62)

This inequality gives the allowed domain for the input
values appearing in the conditions (10) when the phase is
known in the elastic region. We note that the arbitrary
function δ(t) for t > tin entering the Omnès function (40)
does not appear in the result. The first term in (62) repre-
sents the improvement brought by the information on the
phase, as can be seen by comparing with (39). It can be
checked numerically that the allowed domains described
by (52) and (62) are equivalent.
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5 Inclusion of phase and modulus

In some cases, information on the modulus of the form
factor along an interval of the unitarity cut is available
from an independent source. As we mentioned in the In-
troduction, a rigorous implementation of this information
is difficult. In this section, we shall present an approach
proposed in [26], which leads to an independent constraint
that should be satisfied by the inputs.

We start with the remark that the knowledge of the
phase was implemented in the previous section by the
relation (41), which says that the function f(t) defined
through

F (t) = f(t)O(t), (63)

is real in the elastic region. In fact, since the Omnès func-
tion O(t) fully accounts for the elastic cut of the form
factor, the function f(t) has a larger analyticity domain,
namely the complex t-plane cut only for t > tin. Imple-
menting this fact leads to a modified version of the unitar-
ity bounds, proposed in [26]. The method requires also the
modulus of the form factor in the elastic region. Indeed,
(1) implies that f satisfies the condition

∫ ∞

tin

dtρ(t)|O(t)|2|f(t)|2 ≤ I ′ (64)

where

I ′ = I −
∫ tin

t+

dtρ(t)|F (t)|2. (65)

If the modulus |F (t)| is known for t+ ≤ t ≤ tin, the quan-
tity I ′ is known. Then (64) leads, through the techniques
presented in section 3, to constraints on the values of f
inside the analyticity domain.

The problem is brought into the canonical form by the
transformation

z̃(t) =

√
tin −

√
tin − t√

tin +
√
tin − t

, (66)

which maps the complex t-plane cut for t > tin on to the
unit disc in the z-plane defined by z = z̃(t). Then (64) can
be written as

1

2π

∫ 2π

0

dθ|g(exp(iθ))|2 ≤ I ′, (67)

where the function g is now

g(z) = w̃(z)ω(z)F (t̄(z)) [O(z)]−1. (68)

Here w̃(z) is the outer function related to the weight ρ(t)
and the Jacobian of the new mapping (66) and O(z) is
defined as

O(z) = O(t̃(z)), (69)

where t̃(z) is the inverse of z = z̃(t) with z̃(t) defined in
(66), and

ω(z) = exp

(

√

tin − t̃(z)

π

∫ ∞

tin

dt′
ln |O(t′)|√

t′ − tin(t′ − t̃(z))

)

.

(70)

The inequality (67) has exactly the same form as (5).
Therefore, by using the techniques of section 3 we derive
constraints on the function g at interior points, which can
be written in the equivalent forms as in (21) or (39). Us-
ing (68), these constaints are expressed in terms of the
physically interesting values of the form factor F (t).

In fact, the Omnès function O(t) defined in (40) is not
unique, as it involves the arbitrary function δ(t) for t > tin.
We have seen that the results of section 4 are not affected
by this arbitrariness. This is true also for the results of
this section: the reason is that a change of the function
δ(t) for t > tin is equivalent with a multiplication of g(z)
by a function analytic and without zeros in |z| < 1 (i.e.
an outer function). According to the general theory of an-
alytic functions of Hardy class [14,16], the multiplication
by an outer function does not change the class of functions
used in minimization problems. In our case, the arbitrary
function δ(t) for t > tin enters in both the functions O(z)
and ω(z) appearing in (68), and their ambiguities compen-
sate each other exactly. The independence of the results
on the choice of the phase for t > tin is confirmed numer-
ically, for functions δ(t) that are Lipschitz continuous. It
is important to emphasize that the method relies on the
Omnès function making an appearance first through a re-
lated outer function and then through its inverse, while
the function f(t) is merely introduced at an intermediate
stage and is subsequently eliminated.

The constraints provided by the technique of this sec-
tion are expected to be quite strong since they result from
a minimization on a restricted class of analytic functions,
where the second Riemann sheet of the form factor is de-
scribed explicitly by the Omnès function. On the other
hand, it is easy to see that the fulfillment of the condition
(64) does not automatically imply that the original condi-
tion (1) is satisfied. More exactly, the technique described
here does not impose the knowledge of the modulus in
addition and simultaneously with the bound (1) and the
knowledge of the phase, but exploits only a consequence
of the original conditions of the problem. Therefore, one
must calculate separately the allowed domains of the pa-
rameters of interest given by the techniques of sections 4
and 5, and take as the final results the intersection of these
domains.

6 Example: scalar Kπ form factor

We consider as an example the scalar Kπ form factor
f0(t), presenting constraints on the slope λ′

0 and curva-
ture λ′′

0 , appearing in the expansion

f0(t) = f0(0)

[

1 + λ′
0

t

M2
π

+ λ′′
0

t2

2M4
π

+ · · ·
]

, (71)

often used in the physical range of the semileptonic decay
K → πlν. We work in the isospin limits, adopting the
convention thatMK andMπ are the masses of the charged
mesons.

The scalar Kπ form factor has been calculated at low
energies in ChPT and on the lattice (for recent reviews see
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[39,40,41]). At t = 0, the current value f0(0) = 0.962 ±
0.004 [40] shows that the corrections to the Ademollo-
Gatto theorem are quite small. Other low energy theorems
frequently used are [42,43]

f0(∆Kπ) =
FK

Fπ
+∆CT , f0(∆̄Kπ) =

Fπ

FK
+∆̄CT , (72)

where ∆Kπ = M2
K −M2

π and ∆̄Kπ = −∆Kπ are the first
and second Callan-Treiman points, denoted below as CT1

and CT2, respectively. The lowest order values are known
from FK/Fπ = 1.193 ± 0.006 [40], and the corrections
calculated to one loop are∆CT = −3.1×10−3 and ∆̄CT =
0.03 [44]. In the isospin limit, the higher corrections are
negligible at the first point, but are expected to be quite
large at the second one.

An inequality of the type (1) is obtained for f0(t) start-
ing with a dispersion relation satisfied by a suitable cor-
relator of the strangeness-changing current [30,31]:

χ
0
(Q2) ≡ ∂

∂q2
[

q2Π0

]

=
1

π

∫ ∞

t+

dt
tImΠ0(t)

(t+Q2)2
, (73)

where unitarity implies the inequality:

ImΠ0(t) ≥
3

2

t+t−
16π

[(t− t+)(t− t−)]
1/2

t3
|f0(t)|2 , (74)

with t± = (MK ±Mπ)
2. The quantity χ

0
(Q2) was calcu-

lated up to the order α4
s in perturbative QCD [45]. From

(73) and (74) it follows that in this case the quantity I
appearing in (5) is

I = χ0(Q
2). (75)

For illustration we give also the outer function w(z) en-
tering (6):

w(z) =

√
3

32
√
π

MK −Mπ

MK +Mπ
(1 − z) (1 + z)3/2

× (1 + z(−Q2))2

(1− z z(−Q2))2
(1− z z(t−))

1/2

(1 + z(t−))1/2
, (76)

Further, below the inelastic threshold tin the phase is known
from the I = 1/2 S-wave of Kπ elastic scattering [46],
while the modulus |f0(t)| was measured recently from the
decay τ → Kπντ [47]. For details of the input quantities
see [33]. When the modulus is also included, as in section
(5), the outer functions in (68) can be written as,

w̃(z) =

√
3(M2

K −M2
π)

16
√
2πtin

√
1− z (1 + z)3/2(1 + z̃(−Q2))2

(1− z z̃(−Q2))2

× (1− z z̃(t+))
1/2 (1− z z̃(t−))

1/2

(1 + z̃(t+))1/2 (1 + z̃(t−))1/2
. (77)

In ref. [33] we derived stringent bounds on the slope
λ′
0 and curvature λ′′

0 , using as input the values of f0(t) at
t = 0 and CT1, and information on the phase and modu-
lus included in the formalism of section 5. The additional

0 0.5 1.0 1.5 2.0
λ0

/
 x 10

2

0

0.5

1.0

1.5

2.0

λ 0//  x
 1

03

norm + CT1

norm + phase + CT1

norm + phase + modulus +CT1

1.4 1.45 1.5 1.55 1.6 1.65
λ0

/
 x 10

2

0.5

0.6

0.7

0.8

0.9

∆CT = -0.0134

norm + CT1 + CT2

norm + phase + CT1 + CT2

norm + phase + modulus + CT1 + CT2

tin = (1.0 GeV)
2

Fig. 1. Allowed regions in the slope-curvature plane of the
scalar Kπ form factor, obtained with the techniques of sections
3-5. For explanations see the text.

input from the unitarity cut led to a dramatic improve-
ment of the bounds obtained in [29] with the standard
unitarity bounds of section 3. In [33] we obtained also a
narrow allowed range for the ChPT correction ∆̄CT at the
second Callan-Treiman point CT2.

In the present paper we further illustrate the tech-
niques presented in sections 3, 4 and 5, by comparing
their constraining power for various inputs. In fig. 1 we
present the allowed domain for the slope and curvature
of f0(t), obtained with the methods described above: the
large ellipse is obtained with standard unitarity bounds of
section 3, the intermediate ellipse includes the phase up to
tin = 1.0GeV2 with the method of subsection 4.1, and the
small ellipse is obtained with the method of section 5, for
the same tin. The domains shown in the left panel are de-
rived using as input the normalization f0(0) = 0.962 and
f0(∆Kπ) = 1.193, those in the right panel use as input also
a value at the second Callan-Treiman point f0(∆̄Kπ) =
1/1.193+ ∆̄CT for a certain choice ∆̄CT = −0.0134.

As emphasized in section 4, the domain obtained with
the inclusion of the phase should be contained entirely
inside the domain obtained with the expressions of section
3, since it is related to a minimization on a smaller class
of admissible functions. This is confirmed by the large and
intermediate ellipses of fig. 1. On the other hand, the small
ellipses are given by a minimization on an admissible class,
defined in section 5, which is not a priori contained in the
class defined in section 4. Therefore, the small ellipses need
not to be contained entirely in the intermediate ones.

In the left panel of fig. 1, the small ellipse is contained
inside the other two, which means that for points inside
this allowed domain all the constraints are fulfilled. In the
right panel, where we use as input also the value at CT2,
all the domains shrink, and the small ellipse has a part
situated outside the intermediate one. To satisfy all the
constraints, one should take the intersection of the small
and intermediate ellipses.
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Clearly, by increasing tin, i.e. the energy up to which
the phase (and the modulus) are given, the system is more
and more constrained and one may reach a situation when
the inputs become inconsistent. This is illustrated in figs.
2 and 3, where we show the configuration of the allowed
domains for two larger values of tin. The large ellipses are
the same in all figures, since they are are independent of
tin. As follows from the arguments of section 4, the in-
termediate ellipses become gradually smaller when tin is
increased. In the left panels, obtained with the normal-
ization at t = 0 and the value at CT1, the small ellipses
are contained inside the intermediate ones, indicating that
we can find an allowed domain that satisfies all the con-
straints. However, if we impose also the constraint at CT2,
the system becomes over-constrained, and it is impossible
to find a domain that satisfies all the constraints. Indeed,
in the right panels of figs. 2 and 3, the small ellipses are
not inside the intermediate ones.
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6.665
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norm + phase + mod + CT1 + CT2

tin = (1.2 GeV)
2

Fig. 2. As in fig. 1 for tin = (1.2GeV)2. The inset zooms in on
the smallest ellipse obtained using the techniques of section 5.

The same behavior is illustrated in figs. 4 and 5, where
we show the allowed regions in the slope-curvature plane
for various values of the inelastic threshold tin. The left
panels show that by increasing tin the ellipses obtained
with the phase included as in section 4 become gradually
smaller and are contained one within the other. This is
not the case with the ellipses derived with the phase and
modulus included as in section 5. In the particular case
when both CT1 and CT2 are used as input, the ellipses
obtained with various tin have a zero intersection (see right
panel of fig. 5). This signals an inconsistency of the various
quantities used as input (normalization at t = 0, values
at CT1 and CT2, the phase up to tin and the modulus
below tin). In particular, the assumption of neglecting the
inelastic effects up to tin = (1.4GeV)2 may be too strong.
We note however that the above figures were obtained
with the central values of the inputs described in [33]. Of
course, in phenomenological analyses one should account
for the errors of the various pieces of the input. We did
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2

0

0.5

1.0

1.5

2.0
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tin = (1.4 GeV)
2

Fig. 3. As in fig. 1 for tin = (1.4GeV)2. The inset zooms in on
the smallest ellipse obtained using the techniques of section 5.

not consider this aspect here, because our purpose was
only to illustrate the mathematical techniques in a definite
framework. Thus we have provided a concrete illustration
of the various techniques discussed in detail in the previous
sections. The phenomenological implications of the results
will be analyzed in a future work.
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Fig. 4. Allowed region in the slope-curvature plane for various
tin using as input the normalization at t = 0 and the value at
CT1. Left: phase included as in section 4. Right: phase and
modulus included as in section 5.

7 Conclusions

In this paper we reviewed the method of unitarity bounds,
extended in order to include information on the phase and
modulus of the form factor on the unitarity cut. We pro-
vided explicit formulas, easily implementable in Mathe-
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Fig. 5. Allowed region in the slope-curvature plane for various
tin using as input the normalization at t = 0 and the values
at CT1 and CT2. Left: phase included as in section 4. Right:
phase and modulus included as in section 5.

matica or C programs, for an arbitrary number of deriva-
tives at t = 0 and an arbitrary number of interior points.

The method is very suitable for correlating through
analyticity various pieces of information about the form
factors: perturbative QCD, lattice calculations and effec-
tive theories like ChPT or SCET. It does not depend on
specific assumptions usually adopted in the standard dis-
persion relations, like the absence of zeros, or the behavior
of the form factor above the inelastic threshold.

As shown in section 6, the techniques presented here
provide strong constraints on the shape parameters of
the form factors, of interest for the parameterizations of
the experimental data. The method can be used also to
test the low energy theorems and put constraints on the
higher order corrections of ChPT [33]. Moreover, it can
be adapted in order to control theoretically the trunca-
tion error of the experimental parametrization [25,35].

Another possible application is the detection of the ze-
ros of the form factors. The problem is of interest for the
Omnès representations used recently for the parametriza-
tion of various form factors, which assume that the ze-
ros are absent. For such a study, one has to assume that
F (t0) = 0 for a certain unknown t0, include this condition
among the interior constraints (10) and test the consis-
tency of the inputs, in one of the versions presented in
sections 3-5. The method then can give in an unambigu-
ous way the points t0 where zeros are excluded.

The method of unitarity bounds proved to be very use-
ful for the description of the B → D, B → π or K → π
form factors. It can be applied also to other form fac-
tors, such as those describing D → π semileptonic decays,
or the scalar form factors of the pion or kaon, for which
bounds of the type (1) can be obtained from the dispersion
relation of a suitable correlator calculated in perturbative
QCD. The method is a valuable tool for increasing the
precision of the predictions in low energy flavor physics,

which has been discussed here in great detail and gener-
ality in an accessible manner.
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